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Abstract In addition to providing fault tolerance, erasure codes

o may also be used to prevent disk activation. We call this
St(?rage accounts for a significant amount of a data c Qéhniquqoower-aware codingConsider the case where
ter's ever increasing power budget. As a consequengg g < are working correctly (no failures). If the system
energy consumption has joined performance and relialil, 15|erate the failure of any single disk in the group,
Ity as a domlt?antt?ettrtlﬁ n ?tor?ge syfstem design. In(;dfhcten one disk can remain inactive for an extended period
paper, we show that the Structure of an erasuré Col&time and need not be activated if a read request is di-

which |s.generally used to_prowde data reliability—c cted to the inactive disk. Instead of activating the disk,
be exploited to save power in a storage system. We de fats

a novel technique in power-aware systems catlevier- contents can be reconstructed from the active disks.
aware codingand present generic techniques for reading, € number of active disks required to reconstruct the
writing and activating devices in a power-aware, erasu ntents of one or more inactive disks is determined by the
coded storage system. While our techniques have an§fsure code. Givéndata disks, the class of codes, called
fect on energy consumption, fault tolerance and perfh@ximum distance separable (abbreviated MDS and ex-
mance, we focus on a few examples that illustrate tRiiN€d in Section 2), require at ledsactive devices to
tradeoff between power efficiency and fault tolerance. FECONStruct the contents of an inactive device. While any
nally, we discuss open problems in the space of pow&FasSure code may be used to save power, we believe that

aware coding. another class of codes, called non-MDS, are best suited
for power-aware coding because less thawtive devices

1 Introduction are generally required to rebuild the contents of an inac-
tive device.

Traditionally, storage systems are measured in terms o
performance and reliability. Due to the increasing amoun
of data stored in recent years and the significant amoy
of power required to store such data, a great deal of wol
has gone into measuring and minimizing the power CORA
sumption of storage systems [2, 12, 14, 6, 15, 11]. Storq
accounts for roughly 27% of a data center’'s power bu

get [1]; thus, proactively activating and deactivatinglis of active disks [12]. e-RAID introduced the ideatodns-

can effectively lower the energy footprint of a data centgl. o d readdor RAID-1 and RAID-5, which allows the
Almost every storage system generates redundancy{@tem to rebuild the contents of an inactive disk from
provide data reliability in the face of failures. In most;che other active disks. or both [11].

cases, an erasre code is d(_efineq across a group of disks ur work is similar to e-RAID, which prevents acti-
provide reliability. When a disk fails within agroup,othera‘iion under RAID-1 and RAID-5. Both RAID-1 and

disks in the group are used to recompute the contents’ L ; g e
group P ﬁ?AID-S have trivial solutions with respect to servicing

the failed disk. ; X : X
read requests from inactive devices: redirect the request
TSupported in part by the Petascale Data Storage InstituﬂeruntO an active mirror or recompute from the active devices,

Dept. of Energy award FC02-06ER25768 and by the induspiansors "€SPectively. The RA”_D'_]- technique trades a great anl
of the Storage Systems Research Center. of space for power efficiency; the RAID-5 technique is

tI'o date, a handful of power-aware redundancy tech-
ues have been proposed. Pinhedtoal. place data
parity on different disks; deactivating parity disks-du
light loads and staging parity updates in non-volatile
M [6]. PARAID is a power-aware disk array architec-
fe that trades logical capacity for power efficiency by
plicating blocks from inactive disks onto spare regions




contributes to a parity symbol if an edge connects the cor-
responding nodes in the graph. The parity equations are
derived by following the edges connected to each parity
node in the graph. For instance, the parity node for sym-

@Q @ @@ e @e bol ss is adjacent t&p, s; ands,, therefore, we computg
ass b s1 @ . From the graph, we see thstis computed
assy® s1 P sz andsy is computed asp D S P 3D -

ﬁ ﬁ Since we consider only systematic codeg,>an gen-

(b)

erator matrix,G, is used to compute tha = n— k parity
symbols fromk data symbols. The firdt columns of the
atrix form ak x k identity matrix. The lasm columns
e used to compute each of tireparity symbols from
the data symbols. Thus, every systematic generator ma-

limited in utility, since all but one disk must be activdrx will have the formG = (I¢|P), where the elements
to service any read. Recent analysis suggests that shthe matrix are taken from a finite field. A code\_/vqrd is
age systems should have the ability to tolerate more tHagnputed asl- G = c, whered is a 1x k vector containing
one failure [3], indicating the need for codes that providBek data symbols.
more fault tolerance than RAID-5. The power-aware cod- The Tanner graph of the flat XOR-based code shown
ing techniques we propose and the associated problémgigure 1-a is transformed into a generator matrix by
we identify apply to any erasure code. creating a column for each node in the graph . The nodes
The contributions of this work are fourfold. First, weso, S1, 2, S3 andsy form the first five columns, where the
present power-aware coding, which provides a way tolumn for symbols is the unit vector with a 1 in the
evaluate the tradeoff between fault tolerance and povigh element. A parity columns§, ss ands;) is a linear
efficiency in storage systems. Second, we discuss cleimbination of the columns that correspond to the data
lenges and initial work within the scope of power-awargymbols involved in the parity equation. For example, the
coding including writing, reading and activating disks isolumn corresponding to symbs is the sum of the Oth,
an erasure-coded, power-aware storage system. Third h&tand 2nd columns of the matrix.
present an example to illustrate tradeoffs in power-aware;The generator matrix for an MDS code is typically cre-
erasure-coded storage systems. Finally, we discuss oggfl by starting with a specific type of matrix (i.e. Van-
problems in the space of power-aware coding. dermonde) and performing elementary matrix operations
. to transform the matrix into one of the fortt|P), where
2 Background: Erasure Codes the entries of the matrix are in the finite field & 216 or
An erasure code is made up of codewords that have32 glements.
symbols. Storage systems typically use systematic erayyhjjie non-MDS codes are not as fault-tolerant as MDS
sure codes, where each codeword cont&liniata Sym- ¢oqes with the same number of data and parity symbols,
bols andm = n —k parity (redundant) symbols. A codggpyilg of a single symbol typically involves less thian
symbol generally refers to a sector or set of sectors oRyanpals. This is not the case for MDS codes, where
single storage device. Théamming distancef a code gy qijable symbols are required to reconstruct the contents
provides a compact representation of fault tolerance. Agyy 1o m symbols. The suitability of non-MDS codes to
set of failures strictly less than the Hamming distance m8¥wer—aware storage follows from this observation—data
be tolerated. Traditionally, storage systems use maxim bols on inactive devices may be reconstructed from

distance separable (MDS) codes, which provide optimglyer active devices compared to MDS codes.
fault tolerance by having a Hamming distancenof- 1

(they can tolerate up tm failures out ofn symbols). In 3 pgwer Aware Coding
this work we focus on so-calldtht-codescodes that map
exactly one symbol per codeword to a device. We definepower-aware codingn terms of a set of disks
Any code that is not MDS is calledon-MDS While and anerasure code instanagcross the disks. An erasure
MDS codes can tolerate up to anyfailures, the Ham- code instance is a mapping of erasure-coded symbols—
ming distance of a non-MDS code is strictly less timan data or parity—to disks. An example code instance is
but may tolerate some failures at or beyond the Hammislgown in Figure 1-b. As shown, we assume that the num-
distance. In this paper, we focus on a class of non-M®r of symbols in a codeword is equal to the number of
codes calledlat XOR-based codg43]. An example of a disks and each symbol is mapped to a unique disk. In
flat XOR-based code is shown in Figure 1-a. This codetfss case, each code symbsl|,is mapped to disb;. For
described by a bipartite graph, called a Tanner graph [1Btevity, we assume that all disks have the same capacity
The data symbols form the left nodes in the graph, whidéend characteristics; however, our techniques have the abil
the parity symbols are the right nodes. A data symhb} to support disks with different characteristics.

Figure 1: A flat XOR-based code with 5 data symbols and g]r
parity symbols. Each symbol is mapped to a unique disk.



The crux of power-aware coding is to prevent spinnirmgquest or as part of data reconstruction if the request in-
up inactive disks when servicing read requests by treativgves multiple disks. Since a transient activation ineslv
each inactive disk as an erasure. As an example, consaléisk that is not a member of the current write group, it
the setup shown in Figure 1. Suppose diBks Ds, Dg  will be deactivated after some fixed period and will not
andDy7 are currently active; all others are inactive. If theervice writes. In addition to reads, transient activation
system receives a read request for digkwe can service may also be used to perform background operations such
the request aBo® Ds @ De @ D7 instead of activating disk as disk scrubbing [8].

Dy, sincesy = 9P S5 P Ss @ S7. The comparable MDS  Choosing to perform reconstruction, transient activa-
code with 5 data disks and 3 parity disks would requiretian or a combination of the two depends on the environ-
disk activation, since 4 active devices are not sufficientieent and workload. There may be cases where a transient
recover the contents of an inactive device. activation may be more power efficient than reconstruct-

Three conditions are necessary for an erasure-cogleglthe data from active disks. The system should opti-
system to be power-aware. First, the system must hanize for each read request based on the state of the system
policies that service writes in a way that minimizes operand number of disks involved.
tional power consumption, while maintaining a sufficient . . R
level of reliability. Second, a read policy will dictate if>-3 Scheduling Transient Activations
data is accessed directly off a disk or reconstructed usmgst systems handle read requests to inactive disks using
redundant information. Finally, when disk activation ithe naive strategywhich simply activates the disks in-
necessary to service a read request, a policy is neededdi9ed in the request. A great deal of transient activations
determine how to efficiently schedule disk activations. can have a dramatic effect on system power consumption
3.1 Servicing Writes and reliability. In addition, recent analysis shows that th

. system reliability will decrease if disks are power cycled
We assume the system has a totaNofiisks; thus, there 154 often [8]. In order to minimize power consumption

are a total ofy code instances. Writes into the system atg,q maintain a reasonable level of reliability, the system

serviced by deterministic disk activations.vkite group gshoyld minimize the number of transient disk activations.
is a list of disks that will be active within a single code

instance at the same time to perform this function. Evey Power-Aware Techniques
disk in the system must be a member of at least one write

group and will most ikely belong o several it Goupgy 0 Sericin e and handing ransient disk aci
When a write group is active, its disks are also active. E ! 9 9

actly onewrite group per code instance will be active at ations. These pohc(;ez serve as a starting point for con-

time. Each write group is identified by a tuple containin ructing erasure-coded, power-aware systems.

a unique id, degin timeand arend time A power sched- 4.1 Power Schedule

uleis a list of these tuples; thus, it temporally specifies N . ,

how disks are deterministically activated and deactivatE@ch of the code instances in the system must have

within a code instance. a policy for generating its own write groups. Consider
Servicing writes via write groups assumes that tigesimple policy, calledsingle-data connected-parityor

storage system is write-anywhere or defers writes, sirg@nstructing write groups. Under this policy, write groups

writes are only handled by disks in the current writdr® generated _based on_the parity equations for the (_:ode

group. Approaches such as Pergamum [9] and write dﬂStanCQ. A write grOUp_ IS generated for ea_Ch data disk.

loading [5] also use these techniques to save power. e assign each data diskj, to a unique write group,
The total power consumed by the storage systemV¥s A parity diskD; is added to write groupM if D; con-

heavily dependent on the power schedule. A write grot[fPutes to the parity equation fé;. This policy is biased

will likely be active for a number of hours and keep thiowards writes because it allows all parity updates to im-

number of active disks to a minimum. In addition, th&ediately complete, since a data disk and its associated

number of active disks determine which data can be Rarity disks will be active at the same time. Under this

constructed; thus, a proper balance is required to senRQICy, the write groups for the code instance in Figure 1

both writes and reads into the system. would be {Do, Ds, De, D7}, {D1,D5,De}, {D2,Ds,D7},
. {D3,Dg,D7} and {D4,D7}. If every code instance im-
3.2 Servicing Reads plements this policy, then data may be written in paral-

Read requests are satisfied by either accessing an adeil/ecross% disks. Write groups may be defined by more
disk or reconstructing the appropriate content using ttn one data disk in environments that must sustain heavy
active disks (via the erasure code). In some cases, thevinite workloads.

formation provided on the active disks will be insufficient The duration of a write group—calculated by subtract-
for serving the request. &Kansient disk activatiolmccurs ing the end timeentry from thebegin timeentry in the
when a disk must be activated to service a read requesgite group’s corresponding tuple—is a tunable param-
A transient activation may be used to directly service tleger based on utilization, workload and frequency of in-



tegrity checks. For this reason, analyzing the appropri&kgorithm 1 Recover usingG andL

duration of a write group is left to future work. 1. while | £ 0do
2:  (eqnslL’) « recoverabléG, L)
4.2 Power-Aware Read Algorithm 3 if L' =0then
4: (eqnsL’) « activatedisk(L,G, 1)
At a high level, the power-aware read algorithm treats ins:  else
active devices as erased and relies on matrix methods ¢o | —1-L'
determine if partial or whole-stripe reconstruction ispos7: L—L-L

sible using disks that are already active [4]. If reconstrucs:  end if

tion of any erased data is possible, the matrix transfol:  all_eqns.append(eqns)
mations result in appropriate recovery equations. Instead return all_egns

of marking a disk as failed (or erased), we mark all inaa41: end while

tive devicestentatively lost A tentatively lost device is
made available through activation. When a read requés? Disk Activation Algorithm
involves data that is tentatively lost, we try to reconstru
the elements in a way that minimizes the number of dig
activations.

ince our approach takes advantage of the underlying era-
re code, there exist many cases where the naive activa-
tions can be avoided. If the read request contains a single
Our read algorithm relies on a function that determiné@sactive disk that cannot be reconstructed, then we simply
if lost data is recoverable, and if so, the equations needstivate that disk. If more than one inactive disk is in a
to reconstruct. The recovery equations for tentatively lagad request, we must determine the minimum number of
data are computed using the underlying generator matexfivations required to service the request.
G. A matrix,G', is constructed by zeroing out the columns Algorithm 2 performs a brute force search of potential
in G that correspond to the tentatively lost elements. thisks to activate by generating all possible combinations
order to determine the recovery equations we must findfadisk activations (i.e. powerset of inactive disks). The
pseudo-inverseR (as defined by Hafneat al.[4]), of G'. powerset function®, orders the combinations in ascend-
Suppose the vectat is the vectorc = d - G with zeroes in ing order by size. For each combinatienthe algorithm
the positions corresponding to tentatively lost elementietermines if the request can be satisfied when the disks
Thenc - R= d’, where the non-zero elements difare listed insare activated (vias_f ul | y_r ecover abl e).
the corresponding recoverable elementd ahd the zero Once a satisfactory combination is chosen, the algorithm
elements are unrecoverable. In this cd&8&pntains the returns the disks to activate and an updated list of inac-
recovery equations angd contains the available data andive devices. Since the combinations are ordered, this al-
parity symbols. gorithm will return the minimum number of activations

The power-aware read algorithm is shown in Algdi€eded to service the request.
rithm 1. The algorithm takes the inactive disks involved
in the read request), the generator matrix for the un-Algorithm 2 Determine the minimum number of disk ac-
derlying code G) and the set of currently inactive detivations required to service requésthen disks irL are
vices () as input. The functiom ecover abl e uses inactive.
the aforementioned matrix methods to determine the disks for s€ P(L) — 0 do
that are recoverable based on the underlying code arrd try — L —s
the set of currently available (or recoverable) disks. Tha: if is_fully recoverabléry,|,G) then
recover abl e function returns a list of recoverable 4 L—L-s
disks,L’, and the corresponding recovery equations. The: return (s,L)
act i vat e_di sk function, which is explained in Sec- 6: end if
tion 4.3, determines the disk (or disks) to activate giverr: end for
the read request and state of the system.

As an example, suppose = {D,,D4} and L =
{D1,D2,D3,D4} in the code instan{ce shO\]{vn in Figure 15 Example Usage
In the firstiterationy ecover abl e returns({D4s=Do® In this section, we clarify a few of the tradeoffs and illus-
Ds® Dg® D7},{D4}). The second iteration begins withrate the utility of non-MDS codes for power-efficiency in
| = {D,} andL = {D1,D2,D3} andr ecover abl e re- a small system containing 8 disks. We have chosen three
turns (0,0), therefore, a disk must be activated. Sinagrasure codes to illustrate the various tradeoffs in terms
D, is the only disk left inl, acti vat e_di sk returns of power consumption and fault tolerance: (5rBRT,
({D2 = D2},{D2}). The loop invariant evaluates to4,4,2)fLAT and (6,2)MDS. The (5,3)FLAT code is the
f al se at the beginning of the third iteration and the akode shown in figure 1. The (6,2)ps is an MDS code
gorithm returns the corresponding recovery equations. with 6 data symbols and 2 parity symbols. The (4,4,2)-




FLAT is a flat XOR-based code with data symb®lss;, s to reconstruct the contents of any two inactive disks. Sim-
andsz, where each data symbol is connected to exactlyl&rly, system B needs at least 6 active devices to recon-
parity symbols. The parity equations of (4,4f)AT are: struct the contents of an inactive disk. Every write group
U=9DR, =D, =SDs1 ands; =s1ES. As in system B contains 3 disks; thus, it is unlikely system B
we will see later in this section, these codes were choseifl have the ability to service reads via reconstruction.
due to similar, but not identical, fault tolerance propesti  The reconstruction capability of system A sits some-
We assume all disks are identical aRd P, andP, is where between that of system B and C. For instance, while
the power (in watts) consumed by each disk when redtle write group containin@o, Ds, D and D7 is active,
ing, active but not reading and inactive, respectively- Fuany request td4 can be serviced without activating any
thermoreN, andN; represent the number of active and irdisks, becausB4 = Do @ Ds ® Dg & D7. As another ex-
active disks in the system. A read request of #(®1B) ample, suppose a read request is directeDzaand D3
takes a disk with transfer rafer (MB/s) and average ro-under the same write group. While a similar request in
tational latencyD| (s) approximatelff TS= D + DER sec- system B would require activating both disks, only a sin-
onds to service. Finally, each disk consunigswatts gle disk activationD2) is required to service the request
during a transition from inactive mode to active modé#) System A, sinc®z = D2 ® Ds® De. o
which takesTs, seconds. We leave the energy calculation The reconstruction capability of system D highlights
for CPU, network, and so on to future work. the tradeoff between storage efficiency and prospective
Our analysis utilizes the energy consumption valuesRPWer savings. For example, if the write group containing
an IBM Ultrastar 36Z15. The values arg; — 135 W, Do. DsandDg is active, all but one data symbol can be re-
P,= 102 W, P = 2.5 W, Dr = 55 MB/s, Psp= 135 W, cons_tructedD1 = DGG_B Do andD3 = DoG_B Ds. The sym- _
Top=109 s andD, =2 ms. metric structure of this code makes this true for all write
We consider four possible system configurations. SyuPs: One could argue that the same reconstruction

tem A uses the (5,3jtAT code and the single-datﬁj'“ty is possible by 5|mply activating three da_ta dls_ks,
connected-parity write group policy. System B us t there would be no parity disks active to service writes
the (6,2)MDs code and the single-data connected—pari('l;)‘/tq the system. This code illustrates a nice balance when
write group policy. System C uses the (61@»s code and ptimizing power efficiency for both reads and writes.

a write group policy similar to e-RAID, where all but two5.3 Disk Activation vs. Data Reconstruction

disks are active. Finally, system D uses the (4,42

. . > . In order to evaluate the efficacy of our read policies, we
and the single-data connected-parity write group policy i jate the approximate power consumption when a 50

5.1 Power Consumption due to Write Groups MB read request is targeted at a single inactive disk. We
. ) save more complicated cases, such as combining activa-
We estimate the power consumption of each system c@Bp and reconstruction, for future work. System A, C

figuration due to a given write group policy and erasutg,q p wil service the read request by either activating the
code. To simplify the analysis, we approximate the efsk or performing partial reconstruction. System B must
ergy consumption without considering the workload. Wewtiate the disk to service the request. The approximate

believe that our calculation, while inaccurate in an abs@swer (in Joules) required when activating a disk to ser-
lute sense, is sufficient for comparison. We understajde the request is

that detailed simulation is required to obtain accurate en-
ergy consumption numbers. (Psp-Tsp) + (TTS (Na-Pa+ N - P+ P)),

Each system will havhl; active devices anly; inactive
devices. On average, each system will consume apprakere the first term in the summation represents the power
imately (Na - Pa) 4+ (N; - B) watts. System A and D have consumed to activate the disk and the second term is the
on average, 3 devices active and each consume apprpgiver consumed when servicing the request. The disk
mately 431 W. Systems B and C will have 3 and 6 deactivation power consumption of systems A, B and D is
vices active at all times and consume 8/ and 662 W, 19871 J, since all systems have, on average, 3 disks acti-
respectively. The logical (usable) capacity of each systemited at any given time. The power consumption of sys-
can be used to normalize to watts-per-data-disk. The nt@m C is approximately 2196 J. Note that these power
malized energy consumption of each system is: systenténsumption numbers are highly dominated by the power
is 862 W, system B is 18 W, system C is 103 W and required to spin-up an inactive disk, thus avoiding such
system D is 10/8 W. activations is crucial.

If the contents of the inactive disk can be reconstructed
from the active disks, we can approximate the power con-
Each of the three systems have different capabilitiessamed agTTS (Na- P + N; - R)). In this case, we assume
terms of reconstructing data present on inactive devictisat all active disks participate in the rebuild operation.
System C has the ability to service any read request wiffe be fair, we assumi, = 4 for system A, since 4 disks
out activating any disks, since 6 active disks is sufficiemtust be active to perform reconstruction under the single-

5.2 Reconstruction Ability of Each System



data connected-parity policy. The reconstruction powdisks. In addition to accounting for other energy con-
consumption of systems A, C and D are®8J, 7835 J sumers, such as CPUs, finding accurate metrics for eval-
and 4828 J, respectively. Since system B cannot recomating the power-reliability-performance tradeoff rensai
struct the contents of any inactive disks, it must consurae open problem.
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