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Memory Hierarchy

e Stable for the last 50 years:
 CPU with registers
e Memory (DRAM)
e Storage (Disk Drives)
* Tape (Archival)
 Changes:

* |ncreased size and number of on-chip caches between
CPU and Memory

* Change from disks to flash memory



40 Years of Microprocessor Trend Data

Memory Hierarchy

10’ . . . : A
: Al ransistors
L e 1287 | thousands
A VS N AA .
ook g B TV I R J Single-Thread
: A A : o
| pha'a e, Performance
4 A‘;‘ﬁ‘ “rl o® (SpecINT x 103)
T e ‘{ SRR Rl - “
e P “ SAEr. Tl o Frequency (MHz)
103 _AAAA..G;A‘lI .......... T R— .
4 o .ﬂ-i % Typical Power
10° b B, Al R v~§"'7'v"§"‘¥:"v ................. 4 (Watts)
.0: v ‘:'v' v b v
e 0 e T S [ mbeeof
10 A i .y i ‘t ¢ Logical Cores
ol & e T .Y T e
10 --‘---Q ------------ (Vs ‘----oﬁo--w-mwoo ---------- s -
| | | |
1970 1980 1990 2000 2010 2020
Year

Original data up to the year 2010 collected and plotted by M. Horowitz, F. Labonte, O. Shacham, K. Olukotun, L. Hammond, and C. Batten

New plot and data collected for 2010-2015 by K. Rupp



Memory Hierarchy

e Tape:
 |ow cost, high capacity, needs mounting

e (Go-to solution for archival data and backup



Storage Developments

10-year Technology Cost/Terabyte Projections 2014-2023
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Hard Disk Facts

Computer hard drive - read/write head
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Hard Disk Facts

Computer hard drive

 Hard disk drive access time:
* Place actuators over track (seek time)

e Use servo-information within a track for
placement

* Dependent on surface as size of the
actuator arms differ because of different

temperatures

e Wait for disk sector to appear under selected
actuator head (rotational delay)

e Start transferring data (transfer time)




Hard Disk Facts

* Rotational delay determined by rotational speed (rotations
per minute)

* Needs to be high enough such that air resistance lifts
heads

* Needs to be small enough such that head lift remains
constant

e QOtherwise resulting in head crashes

e Smaller disks can have slower rotational delay



Hard Disk Facts

e Seek time:
e Depends on actuator movement

 Limited by actuator mass and range of movement



Hard Disk Facts

e Sectors are made up of blocks
e |nitially of size 512B, then 4KB
* Blocks have a logical block number

e Successive blocks on a track receive successive
numbers

* When we switch to the next track, next logical block is
such that we can stream with only a track-to-next-track
seek time In between



Hard Disk Facts

* |ntegrated error control and magnetic code
 About 100 B parity data per 4KB block

» Use spare blocks and spare tracks to deal with material
defects

* Blocks cannot be used and are electronically replaced



Hard Disk Facts

e Streaming from Hard Disks
e Continuous reads can reach 200 MB/sec
* Rotation time is dominant factor
e Quter tracks have more blocks and streaming is faster
e Random accesses from Hard Disk:
 Performance is poor
* Rotational delay (15000 rot/min): 2 msec
e Seek time (optimistic): 2 msec

4 KB
. Qives = 1 MB/sec
4 msec




Hard Disk Facts

* Magnetic Recording
Trends:

* Longitudinal vs.
Perpendicular

Inductivexvnte Element
" Shield 2 P2

Magnetizations
Monopole
Vread !nductive \ANrite Element

Read Element
GMR Sensor

lLISMMdZ

Shield 1

>

Track Width

Return Pole

ecording
Medium
Soft
Underayer

ecording
Medium



Hard Disk Facts

e Need to control |
stray ol )
magnetization

| Trailing-shield

Trailing Shield gives sharper
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: disk motion (SUL)

track from being

disturbed data gets written here



Hard Disk Facts

GMR Single pole
Reading head Writing head

 Giant Magneto-Resistance
e Quantum effect

e Magnetic multilayer
materials have a
resistance dependent on
a magnetic field

e Allows to identify much
smaller magnetic areas

e Split head into read (GMR)
and write head
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Hard Disk Facts

§MR Writes

:
B

B Reader

Track N

e Write field can be controlled
only in one direction

Track N+1

e Read is much more
localized

Track N +..

Track N
Track N+1

* Shingled Magnetic
Recording

 Overwrite part of the
previous track

Track N +...

* Higher density, but writes
now can destroy
previously written data



Hard Disk Facts

e Reliability:
e Disks can falil

* Failure can sometimes be predicted
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Areal Density Glgabits/in2

Hard Disk Drive

Development

HDD Areal Density Perspective

104 ©
® HDD Products TMR H\ead ~13% CGR
3F ¢ HDD Products - e
10 - w/PMR Perpendicular s 7 i
B Ed Grochowski Recordin
- | 11312015 el
102: 2 40% CGR
- 1st AFC Media
10L
- 100% CGR
B ~550 Million X
1 Increase
K 1st GMR Head
101 60% CGR
10 5 B 25% CGR 1st MR Head
1 0_2 | | | ‘ ] | | | ‘ | | | | I | | | ] I | | | ' | |
90 95 2000 2005 2010 2015

Production Year




Flash Memory

 Floating Gate MOSFET

 Float gate charge controls
resistance between source and | e |
bit line

e To move / remove electrons from / m

to Control gate to Float gate, use
high voltage (Fowler Nordheim
tunneling)

* High electric fields when writing
slowly destroy the surrounding
tunnel oxide



Flash Memory

Programming / Erasure

Write complete pages (from 512B to 4KB)
* Program selected bits in the page
Read complete pages

Erase blocks of pages



Flash Memory

 Write amplification:
e Assume a somewhat loaded Solid State Drive (SSD)

* Pages are empty (erased), in use, or stale

valid page with data
O00O00000O || OOOO0OOob0Ob || OOoooooo-
(o o o o o o DDDDDDDD;%iﬁmem@e
OO0oO0o0ooo || Oooo0obooobo |(|Ooooooooaoa
Ooo0o0O0oo0O || O0ooobo0oo0 || Opooooao ///emmymme
OO0o0ooooo || boooobooobo |(|Ooooooo
O0000000O)|| ObOoOoBOoooOo DDDg%DH%/
OO0O0O0o0obB0o || 0ooooooo |((|oboao om0
OO0oOOoo00Ooo || Oooooboo ||Oopoooooao
O00O00000 || OoOoOob0000O || OOoOobOooo
OO0o0O0o00oo || OOooOooo0o ||Ooooooooao erase block
00000000 || O0O0O0Ob00O00 || ObOooboOooo
oOooO0oOooo || OOOooOoboo0 || oooOooooao
Oo0O0o00000O || O0O0Ooo00oo0 || ObOoOoboooo
00000000 || OO0oOo00O00 || ObOooboOooo




Flash Memory

* When a device runs out of programmable pages

00000 | 00000 (|Oooooo |ooooo
00000 | OO00O0O0O |OpoDoo |OoOoooo
00000 | 00000 (| OoooOo |Oooooo
00000 | 00000 |Ooooo (OOOoaoa
00000 | 00000 (|OoooE | aoooo
00000 | OO00oD |Ooooo (Oooood
00000 | 00000 |OooOoDbOo |a0oooo
00000 | O0O0o0O0 |Oooo@E (O000oo
00000 | 00000 |OooDoOo |OoboOoo
00000 | OO0D00OD0 | OooDbEOo |Oooooo

* Needs to copy active pages somewhere else

Dﬂgégf;EDDD

DEOOO | DoDoOod
DONEE—SO000 | DpOD0OD | 0DEOO
DOD00 | 0000 | DDDOOD | D0OOO
DEE0 | QDDOD | DopoD | 000OE
DODEE—TO0DODD | DoDoE | I00Od
DODOOD |DoDEE | DooDD | DEOO0O
DODOO | DODDD | DoOED | DoEOO0
DODEOD |DOpOD | DoEDE | DDOOO
DEDOD | DDDDD | DDDDD | DDOEE
DO0D0OO |DEpOE | pooED | 0DOOO




Flash Memory

e Now we have created a block without active content

Dugécl DONOOD | DEOoDo | Doood
ODO0E—Ssn0od | DED0OD |OoEOono
DODDD | GpEO00 | DDEOOD |Doooo
O D‘Eﬂf%[ll]l][l OOEOD | Dooom
DODEETNOD0DD | DDDDE | IoCOO
DO0OO0 |DDDEE | D0DDo@ | ODEocOd
ODEOD |DO0OD0 | DODEDO | EoEOO
O0D0DO0 (D000 | DDEODE | ODOoOOd
EEOOD |DOOODO |DDDDO |DEoE:E
ODDDOD |DNENODE | DOoDEO |Doooa

e Which is erased and now can be used to store new data

00000 | 00000 | Ooooo (|ooooo
000l | Oo00O0 |Ooooo (OOOooo
00000 | 00000 | OooOoOo (|ooooo
O o o o o o oy
0o000 | 00000 (|OoooE (| aoooo
00000 | ODO0OoD |Ooooo (Oooood
00000 | 00000 |OooOoDoOo (|aoooo
00000 |ODO0o0O0 |Oooo@E (O0O0O0oo
00000 | O0DO0O0 |Ooooo (|O0o0Ooo
00000 | OOD0OD0 | OooOoDoOo (|Oooooo




Flash Memory

* Jo write one page, we had to write five
 Write amplification

 Reason while write performance for SSD goes down
with increased storage utilization

e Research question:

 Design data structures that work well with flash



Flash Memory

e Endurance limitations

e Pages can be written as little as 10° times
* Need to do (age-based) wear leveling
 Flash Translation Layer (FTL):
e Present a virtual block view to the user (OS)
 Maintain a virtual to physical mapping
 That can be updated when pages are moved for erasure

 That minimize erase cycles for frequently erased blocks



Flash Memory

e |Log-structured file system
 Data and meta-data are written to a cyclic bufter

e From time to time, compaction and garbage collection
OCCUrs:

* Move valid regions from tail to head

e Reset tall



Flash Memory

Append new data here

deleted data

Copy good data from tail to head

Aprend\gew data here

deleted data




Flash Memory

* | og-structured data structures

e Example: Microsoft Flash File System



