
Using Amazon EMR
Data at Scale



Create a Cluster
• In AWS Management Console:


• Select EMR under Analytics



Create a Cluster
• EMR gives you an overview


• This will give you an overview of all previous clusters 
and their status



Create a Cluster
• Create a cluster


• The default will do


• Choose your EC2 key pair 



Create a Cluster



Create a Cluster
• Your cluster status is shown as provisioning


• You need to wait (and refresh page) periodically


• You can also look in the Hardware Tab



Create a Cluster



Connect to your cluster
• You now can connect to your instance


• Click the “connect tab” on your master in order to connect


• Open ssh


• ssh -i "nvirginia.pem" 
hadoop@ec2-3-86-68-146.compute-1.amazonaws.com 

• The name of your instance is of course different



Connect to your Cluster



Running Pig
• Type 


• pig -x mapreduce 

• Don’t use just “pig” 

• You get a number of 
messages


• And then the grunt 
prompt



Running Pig
• In grunt:


• Load piggybank


•register file:/usr/lib/pig/lib/piggybank.jar 



Running Pig
• You can interact 

with your local and 
the hadoop file 
system


• Use sh command 
to run local file 
system commands



Running Pig
• To move your file to the 

Hadoop file system, 
use copyFromLocal 

• You interact with your 
Hadoop distributed file 
system using fs and 
then a negative sign



Running Pig
• Now you can create your first relation from your file


• Assign a name


• Use Load


• Specify how to read it


• PigStorage( )


• TextLoader




Running Pig
• Now you can create your first relation from your file


• PigStorage has an optional argument, namely the 
deliminator


• Scheme uses common types: 


• chararray, double, float, long, int, …


• Then you can run your first map-reduce job: Dump 


• Takes some time




Running Pig
• Can use illustrate:


• Another map-reduce job 



Running Pig
• Can project with Generate 



Running Pig
• Can order with other column



Stop Running Pig
• Use quit to exit  pig


• exit from the master


• Go to the AWS management console


• Select EMR


• Select your cluster


• Set it to terminating



Stop Running Pig



Stop Running Pig



Checking for damage
• Select your name on the drop down


• Select account


• Select cost explorer


